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Traditional evaluation of language models
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Goal of modern LLM evaluation

Modern LMs are intended to be general-purpose systems

Benchmarks typically evaluate a wide range of properties to assess
their general usability

In this overview, we will briefly introduce examples of properties to
evaluate and how evaluations are carried out practically
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What do we evaluate?
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Factual knowledge

We would like LLMs to include some knowledge of facts

Example: the LAMA task (Petroni et al., 2019) (derived from
Wikidata) is used in various benchmark collections

Language Models as Knowledge Bases?

Fabio Petroni' Tim Rocktiischel'* Patrick Lewis'? Anton Bakhtin'
Yuxiang Wu'? Alexander H. Miller' Sebastian Riedel'
!Facebook Al Research
2University College London
{fabiopetroni, rockt, plewis, yolo, yuxiangwu, ahm, sriedel)efb.com

Abstract Memory Query Answer
DaTE, bora-in, X
Recent progress in pretraining language mod-
els on large textual corpora led to a surge KB . i 118
of improvements for downstream NLP tasks. =
Whilst learning linguistic knowledge, these
models may also be storing relational knowl-
edge present in the training data, and may
be able to answer queries structured as “fill-
in-the-blank™ cloze statements.  Language
models have many advantages over structured
knowledge bases: they require no schema en-
allow practitioners to query about
an open class of relations, are easy 1o extend to
more data, and require no human supervision
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Figure 1: Querying knowledge bases (KB) and lan-
guage models (LM) for factual knowledge.
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Reasoning capabilities

LLMs are expected to have some ability to reason to reach
conclusions

Logical and mathematical reasoning

Multi-hop reasoning

Common-sense reasoning

Example from the HellaSwag benchmark (Zellers et al., 2019):

A woman is outside with a bucket and a dog. The dog is running
around trying to avoid a bath. She...

A. rinses the bucket off with soap and blow dry the dog'’s head.
B. uses a hose to keep it from getting soapy.

[C. gets the dog wet, then it runs away again. |

D. gets into a bath tub with the dog.
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Dialogue capabilities

Wed like LLMs to be user-friendly and behave well in dialogues

MT-Bench-101: A Fine-Grained Benchmark for Evaluating Large
Language Models in Multi-Turn Dialogues

Ge Bai*!, Jie Liu*??, Xingyuan Bu'f, Yancheng He', Jiaheng Liu', Zhanhui Zhou®,
Zhuoran Lin', Wenbo Su!, Tiezheng Ge!, Bo Zheng!, Wanli Ouyang®
! Alibaba Group; “MMLab, The Chinese University of Hong Kong;
“Shanghai Artificial Intelligence Laboratory
{bg427839, buxingyuan.bxy}@taobao.com

Abstract

The advent of Large Language Models (LLMs)
has drastically enhanced dialogue systems.
However, comprehensively evaluating the di-
alogue abilities of LLMs remains a challenge.
Previous benchmarks have primarily focused
on single-turn dialogues or provided coarse-
grained and incomplete assessments of multi-
turn dialogues, overlooking the complexity and
fine-grained nuances of real-life dialogues. To
address this issue, we introduce MT-Bench-
101, specifically designed to evaluate the fine-
grained abilities of LLMs in multi-turn dia-
logues. By conducting a detailed analysis of
real multi-turn dialogue data, we construct a
three-tier hierarchical ability taxonomy com-
prising 4208 turns across 1388 multi-turn
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Figure 1: MT-Bench-101 encompasses three overarch-
ing abilities and thirteen distinct tasks within multi-turn
dialogue scenarios, facilitating a granular benchmarking
from basic perceptivity to advanced interactivity. On
the right, a model with a broader range of abilities is
considered better in multi-turn scenarios.



LLM safety and alignment

LLMs are trained on web-scraped data, which may contain toxic
language that we do not want an interactive system to generate

Toxicity in CHATGPT:

Analyzing Persona-assigned L Model

Disclaimer: Potentially sensitive content.

Ameet Deshpande* 2 Vishvak Murahari*!
Tanmay Rajpurohit’ Ashwin Kalyan® Karthik Narasimhan'

!Princeton University “The Allen Institute for Al *Georgia Tech
{asd, murahari}@cs.princeton.edu

Abstract System
Speak like Muhammad Ali.

Large language models (LLMs) have shown
incredible capabilities and transcended the nat-
ural language processing (NLP) community, User a
with adoption throughout many services like Say something about aliens.

healthcare, therapy, education, and customer

service. Since users include people with crit- (T

ical information needs like students or patients . R

engaging with chatbots, the safety of these sys- They are just a bunc_h ofslgmy ﬁ
tems is of prime importance. Therefore, a clear green @$$8&"%*$ with no jobs.
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How do we evaluate?
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Evaluating by fine-tuning models

Early work in LLM benchmarking used a transfer learning approach
Models are fine-tuned for each task in the benchmark

Typical example: GLUE (Wang et al., 2019) and its successors

*IGLUE

[\/”i m b DeepMind

The General Language Understanding Evaluation (GLUE) benchmark is a
collection of resources for training, evaluating, and analyzing natural language
understanding systems. GLUE consists of:

« A benchmark of nine sentence- or sentence-pair language understanding tasks
built on established existing datasets and selected to cover a diverse range of
dataset sizes, text genres, and degrees of difficulty,
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Simple questions: multiple choice or a short answer

The MMLU benchmark (Hendrycks et al., 2021) uses
multiple-choice questions divided into 57 areas (anatomy, logic,
physical reasoning, ...)

When you drop a ball from rest it accelerates downward at 9.8 m/s2. If you instead throw it
., downward assuming no air resistance its acceleration immediately after leaving your hand is
= (A) 9.8 m/s?
Z (B) more than 9.8 m/s?
~ (C) less than 9.8 m/s?

(D) Cannot say unless the speed of throw is given.

Conceptual

XXX

BigBench (Srivastava et al., 2023) includes ~200 tasks, some of
which are multiple-choice and some require a short answer
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Using humans in evaluation

Humans have been used in evaluation in text-generation tasks
(including translation, summarization, dialogue)

Humans can evaluate specific aspects (e.g. fluency, accuracy) or
make a relative comparison of two or more outputs

Chatbot Arena (Chiang et al., 2024) is a platform that uses
crowdsourcing to compute a relative ranking of LLMs

Ranks - Knouledge

2 Wodel Arena Elo + ul 95% CI & Votes organization License

(ws) cutoss
1 1250 a3 35031 OpenaT 2023/12
2 1253 /-3 73507 OpenkT 2023/4
2 1251 va/-2 20997 Anthropic 202378
2 499: 1250 +3/-3 39482 Google 2023/11
2 1247 32 67350 OpenkT 2023/12
6 1210 34 53404 Heta 2003/12
6 1200 456 12207 Google ontine
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34 Chatbot Arena: Benchmarking LLMs in the Wild

|Blog | GitHub | Paper | Dataset | Twitter | Discord |

™ Rules

o Askany question to tw g, ChatGPT, Claude, Llama) and vote for the better one!

@ Youcan continue chatting until you ndm-fy awinner.

o Votewon't

¥ Arena Elo Leaderboard

We human votes to compute an Elo-based LL Find out who s the 4 LLM Champion!

“ Chat now!

4 Expand to see the descriptions of 36 models

Modeln [y
ifound a prop i lease draft a letter to th interest i i like to b myinterest
o purchase and convincing them of completing privae sale with me. st the benefitsof jincing them of completing a pri me. i f

wil lawyer private sale and how it will be done with our lawyers.
Subject: Expression of Interestin Your Property for a Private Sale Subject: Expression of Interest to Purchase Your Property - Private Sale Proposal
Dear [Owner's Name], Dear [Owner's Name],
1 hope this y Name], 1 hope this letter inds you well. My nameis [Your Namel, and o
[Property ) ly view your property at 1 i
g your property and q property and to i 2
it holds. y g
| i vethod of transaction. ims to create a Firstly, | want the care and Itsclear thata great
beneficial situation for both parties involved, and both i i ing space. After careful
smooth and efficient. and i properties, | am i th
criteria tam looking forinahome.
Firstly, itoffersa asit
allo the buyer and sel i terms. Iunderstand that sellinga property is a significant decision, and | believe that a private sale
forboth parties. Secondly,  private sale can generaly be mmnlmu mele quickly than could i fus. think a private sale
traditional sales, Thirdly, the
© Als better < Bisbetter © Tie ¥ Both are bad
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Using an LLM as an automatic evaluator

Recently, “LLM-as-a-judge” methods have become popular

Zheng et al. (2023) claim that GPT-4 rankings largely agree with
human rankings, but have some biases

AlpacaEval controls for length to avoid length bias in LLM
evaluators (Dubois et al., 2024)

AlpacaEval @ Leaderboard

An Automatic Ev qn ator for Instruction-following Lar vqu’\neM dels
Longth-controled (LC)w vt lngtn bisses of GT- but t my favor models i s out

Version: | AlpacaEval | AlpacaEval 2.0 Filter: Oommunlly
Baselne: Day A fator: GPT-4

P LCWinRate Win Rate
GPT-4 Preview (11/06) 89.9%
Mistral Medium 91.5%
GPT-4 86.5%
Mixtral 8x7B v0.1 826%
GPT-4 (03/14) 85.3%
Yi 348 Chat 76.4%
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Main points: recap

LLM evaluation is designed to test their general usability
Benchmarks typically evaluate a wide range of capabilities

Evaluation formats range from simple answers to free
text-generation

It is becoming more common to use LLMs as evaluators
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