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BERT

• The acronym BERT stands for “Bidirectional Encoder 
Representations from Transformers”. 

• As an encoder, BERT can learn token representations that are 
conditioned on the complete input sequence. 
non-directional
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Model statistics

base large

number of dimensions 768 1024

number of encoder blocks 12 24

number of attention heads 12 16

number of parameters 110 M 340 M

Devlin et al. (2019)

http://dx.doi.org/10.18653/v1/N19-1423


Pre-training tasks

• Masked Language Modelling (MLM) 

Tokens are masked out at random. The model is trained to 
predict the masked-out tokens. 

• Next Sentence Prediction (NSP) 

The model is trained to predict whether two randomly sampled 
sentences are adjacent in the training data.



Pre-training with MLM and NSP
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[SEP]
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Fine-tuning on a single-sentence classification task
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Fine-tuning on a sentence-pair classification task
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[SEP]
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Fine-tuning on a sentence-pair similarity task
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[SEP]
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Performance on the GLUE benchmark

GLUE

ELMo + Attention 71.0

Previous state-of-the-art 74.0

BERT (base) 79.6

BERT (large) 82.1

GLUE test results, scored by the evaluation server  |  Devlin et al. (2019)
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BERT-like models

• RoBERTa uses an improved recipe for pre-training and a 
significantly larger data set. 
Liu et al. (2019) 

• ALBERT and DistilBERT are models with reduced training time 
and model size, respectively. 
Lan et al. (2019), Sanh et al. (2019) 

• Many pre-trained BERT-like and other transformer models are 
available via Hugging Face.

https://openreview.net/forum?id=SyxS0T4tvS
https://openreview.net/forum?id=H1eA7AEtvS
https://arxiv.org/abs/1910.01108
https://huggingface.co/models


ELECTRA: Pre-training via replaced token detection
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Effectiveness of replaced token detection
Published as a conference paper at ICLR 2020

Figure 1: Replaced token detection pre-training consistently outperforms masked language model
pre-training given the same compute budget. The left figure is a zoomed-in view of the dashed box.

approach is reminiscent of training the discriminator of a GAN, our method is not adversarial in that
the generator producing corrupted tokens is trained with maximum likelihood due to the difficulty
of applying GANs to text (Caccia et al., 2018).

We call our approach ELECTRA1 for “Efficiently Learning an Encoder that Classifies Token Re-
placements Accurately.” As in prior work, we apply it to pre-train Transformer text encoders
(Vaswani et al., 2017) that can be fine-tuned on downstream tasks. Through a series of ablations, we
show that learning from all input positions causes ELECTRA to train much faster than BERT. We
also show ELECTRA achieves higher accuracy on downstream tasks when fully trained.

Most current pre-training methods require large amounts of compute to be effective, raising con-
cerns about their cost and accessibility. Since pre-training with more compute almost always re-
sults in better downstream accuracies, we argue an important consideration for pre-training methods
should be compute efficiency as well as absolute downstream performance. From this viewpoint,
we train ELECTRA models of various sizes and evaluate their downstream performance vs. their
compute requirement. In particular, we run experiments on the GLUE natural language understand-
ing benchmark (Wang et al., 2019) and SQuAD question answering benchmark (Rajpurkar et al.,
2016). ELECTRA substantially outperforms MLM-based methods such as BERT and XLNet given
the same model size, data, and compute (see Figure 1). For example, we build an ELECTRA-Small
model that can be trained on 1 GPU in 4 days.2 ELECTRA-Small outperforms a comparably small
BERT model by 5 points on GLUE, and even outperforms the much larger GPT model (Radford
et al., 2018). Our approach also works well at large scale, where we train an ELECTRA-Large
model that performs comparably to RoBERTa (Liu et al., 2019) and XLNet (Yang et al., 2019), de-
spite having fewer parameters and using 1/4 of the compute for training. Training ELECTRA-Large
further results in an even stronger model that outperforms ALBERT (Lan et al., 2019) on GLUE
and sets a new state-of-the-art for SQuAD 2.0. Taken together, our results indicate that the discrim-
inative task of distinguishing real data from challenging negative samples is more compute-efficient
and parameter-efficient than existing generative approaches for language representation learning.

2 METHOD

We first describe the replaced token detection pre-training task; see Figure 2 for an overview. We
suggest and evaluate several modeling improvements for this method in Section 3.2.

1Code and pre-trained weights will be released at https://github.com/google-research/
electra

2It has 1/20th the parameters and requires 1/135th the pre-training compute of BERT-Large.
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