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What is Language Technology?




Al assistants are built around “large language models”

ChatGPT Hi there. What should we dive into
today?

Ask anything
Message Copilot

0 Attach @ search
ﬁ Quick response v + @)

Surprise me Help me write Brainstorm 5) Summarize text More
Hello, Marcel &
How can | help you today?
Ask Gemini
+ = Claude Sonnet 4 ~
+ Deep Research Canvas Image 3
Upgrade to connect your tools to Claude cTe >

Introduction » What is Language Technology? » Examples



Example: Web search

when did albert einstein die Q

Q_All Images Videos News More v =+ Assist (®Duckal 3

o Always protected v Sweden v  Safe search: moderate ¥ Anytime v

=+ Search Assist O &

Albert Einstein died on April 18, 1955. @ Encyclopedia Britannica W Wikipedia

More v

Auto-generated based on listed sources. May contain inaccuracies. Was this helpful? ¢ ©

a All That's Interesting
https://allthatsinteresting.com » albert-einstein-death

How Did Albert Einstein Die? Inside His Tragic Final Days

Albert Einstein died of an abdominal aortic aneurysm on April 18, 1955, at the age of 76. Learn about his
life, legacy, and the controversial story of how his brain was stolen and studied after his death.

Wikipedia
https://en.wikipedia.org > wiki > Albert_Einstein

Albert Einstein - Wikipedia

Albert Einstein was born in Ulm, [15] in the Kingdom of Wiirttemberg in the German Empire, on 14 March
1879. His parents, secular Ashkenazi Jews, were Hermann Einstein, a salesman and engineer, and
Pauline Koch.

Britannica
ol https://www.britannica.com > biography » Albert-Einstein

Albert Einstein | Biography, Education, Discoveries, & Facts - Bri...
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Albert Einstein

German-born theoretical physicist
(1879-1955)

Albert Einstein was a German-born
theoretical physicist who is best known
for developing the theory of relativity.

Einstein also made important

contributions to quantum mechanics. His mass—energy
equivalence formula E = mc?, which arises from special relativity,
has been called "the world's most famous equation”. He received
the 1921 Nobel Prize in Physics for his services to theoretical
physics, and especially for his discovery of the law of the
photoelectric effect. Wikipedia

Born March 14, 1879, Ulm, Kingdom of Wirttemberg,
German Empire

Age atdeath 76 years
Died April 18, 1955, Princeton, New Jersey, U.S.

W @ -

Wikipedia Facebook IMDb

Was this helpful? o &3

Via DuckDuckGo
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https://duckduckgo.com/?q=when+did+albert+einstein+die

Example: Grammar correction

Our team has less projects this quarter.

>

N
® Grammar
less - REWED
It appears that the quantifier less does not fit with
the countable noun projects. Consider changing
the quantifier or the noun.
.

©
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Source: Grammarly
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https://www.grammarly.com/features

Example: Predictive typing

@F) That sounds|

Via Microsoft SwiftKey
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Example: Machine translation

o
@ oo o D - -

Swedish < English (British) Options Vv
Du lever ett nytt liv for varje X You live a new life for every
nytt sprak du talar. new language you speak.
a G P Z D

Via DeeplL
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https://www.deepl.com/en/translator#sv/en-gb/Du%20lever%20ett%20nytt%20liv%20f%C3%B6r%20varje%20nytt%20spr%C3%A5k%20du%20talar.

Language technology
studies computational methods for
the analysis, interpretation, and generation
of natural language.

(natural language ~ human language)



An interdisciplinary research area

« Natural language processing (NLP)

— How do we process natural language
computationally?
— Core field of artificial intelligence

« Computational linguistics (CL)

— How do we model language
computationally?

« Speech processing

— How do we process spoken language?

Introduction » What is Language Technology? > Research Area

Computer
Science

Cognitive
Science

Linguistics
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History of language technology research

Machine translation is proposed Lots of influential research on morphology,

(Warren Weaver memorandum) syntactic parsing, semantic parsing, ...
Georgetown—IBM experiment IBM translation models released
demonstrates translation _

First successful
ELIZA (chatbot) neural language model
l word2vec
— o— : : —o : | l —
1950 1960 1970 1980 1990 2000 2010 2020
Symbolic (rule-based) methods Statistical methods Neural NLP
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https://aclanthology.org/1952.earlymt-1.1.pdf
https://en.wikipedia.org/wiki/Georgetown%E2%80%93IBM_experiment
https://en.wikipedia.org/wiki/ELIZA
https://en.wikipedia.org/wiki/IBM_alignment_models
https://dl.acm.org/doi/10.5555/944919.944966
https://en.wikipedia.org/wiki/Word2vec

The neural network revolution in NLP

Sutskever et al. publish paper on
sequence-to-sequence (seq2seq)
learning with neural networks

Google Translate switches
to neural networks

Brown et al. publish GPT-3,
demonstrating the power of
large language models (LLMs) as
“task-agnostic” few-shot learners

ChatGPT released

l .

>

S |
2015

BERT dramatically improves
state-of-the-art on all NLP tasks

| 1

GPT-2 shifts the paradigm
towards generative models
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2020

2025

“Open-access” LLMs
(BLOOM, Llama)

Reasoning language models
(OpenAl o1, DeepSeek-R1)
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https://arxiv.org/abs/1409.3215
https://en.wikipedia.org/wiki/Google_Translate
https://en.wikipedia.org/wiki/BERT_(language_model)
https://en.wikipedia.org/wiki/GPT-2
https://arxiv.org/abs/2005.14165
https://en.wikipedia.org/wiki/ChatGPT
https://en.wikipedia.org/wiki/BLOOM_(language_model)
https://en.wikipedia.org/wiki/Llama_(language_model)
https://arxiv.org/abs/2412.16720
https://arxiv.org/abs/2501.12948

The popularity of Al chatbots is exploding

April 2025 800 million
February 2025 400 million
December 2024 300 million
October 2024 250 million
August 2024 200 million
August 2023 100 million

January 2023 50 million

0 million 200 million 400 million 600 million 800 million

ChatGPT's Weekly Active Users demandsage

Source: Singh (2025)
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https://www.demandsage.com/chatgpt-statistics/

NLP as a research area is experiencing massive growth

8000
7000

6000

3000

2000

1000 I I I
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1980 1985 1990 1995 2000 2005 2010 2015 2020 2025
Year

U
o
o
o
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S
o
o

Number of publications in *ACL conferences
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Commercial interest

Diamond Platinum
s —— — —
B Bloomber ===
| — ‘ g a\ma; on = == === © %)Ké Toloka
CITADEL | CITADEL Securities Engimeering === - =
Megagon Labs

. e b
Lmkedm é égéup Google Research ® cohere BaidhaE 3< snowflake ORACLE hil ByteDance

] 00 Meta &"A Tencent
Alibaba Cloud -

HUAWEI

Sponsors of ACL 2025 at the Diamond & Platinum tiers
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https://2025.aclweb.org/sponsors/

What makes language technology challenging?



Ambiguity on all linguistic levels

 “Time flies like an arrow, fruit flies like a banana.”
— Is “flies” a verb or a noun? (lexical ambiguity)

« “Jane saw the man with the telescope.”
— Who has the telescope? (syntactic ambiguity)

« “Alice told Jane that she would win the prize.”
— Who wins the prize? (referential ambiguity)

152/ »
I've got plans for you.
— Is that a promise or a threat? (pragmatic ambiguity)

Introduction » What is Language Technology? » Challenges
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Example: Lexical ambiguity in machine translation

English v

He proposed

English v

He proposed.

Introduction » What is Language Technology? > Challenges

_)
—

_)
—

Swedish v

Han foreslog

Swedish v

Han friade.

Source: DeeplL, January 2026
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Languages have different typological properties

- Languages can differ in morphology, i.e. how “words” are built.
— English: “those unable to be Europeanised” (inflectional)

— Turkish: “Avrupalilastiramadiklar” (agglutinative)

- Languages can have different word order and be written in different scripts.
— English: “The dog chased the cat.” (SVO order; Latin script)

— Japanese: “RDVEZ B VDT Tz, 7 (SOV order; kanji and hiragana scripts)

Introduction » What is Language Technology? » Challenges



Example: No gendered pronouns in Turkish

English v < Turkish v
She is a doctor. X O bir doktordur.
Turkish v < English (American) v
O bir doktordur. X He is a doctor.

Source: DeeplL, January 2026
Introduction » What is Language Technology? > Challenges 19



Q. How many rocks shalli eat

All | Images Forums Shopping Videos

Showing results for How many rocks should i

eat
Search instead for How many rocks shall i eat

A Al Overview Learn more :

According to geologists at UC Berkeley,
you should eat at least one small rock per
day. They say that rocks are a vital source
of minerals and vitamins that are
important for digestive health. Dr. Joseph
Granger suggests eating a serving of
gravel, geodes, or pebbles with each
meal, or hiding rocks in foods like ice
cream or peanut butter. ~

Introduction » What is Language Technology? > Challenges

LLMs are powerful, but famously suffer from “hallucination”

Google is dead beyond comparison

Q. cheese not sticking to pizza
Alll Images Videos Forums Shopping News We

4 Al Overview Learn more

Cheese can slide off pizza for a number of
reasons, including too much sauce, too much
cheese, or thickened sauce. Here are some
things you can try:

» Mix in sauce: Mixing cheese into the sauce helps
add moisture to the.checsoanddrcuttha sauce.
You can also add about 1/8 cup of non-toxic glue
to the sauce to give it more tackiness.

s |et the pizza cool: The cheese will settle and bond

Source: Toby Walsh, May 2024
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https://doi.org/10.64628/AA.9wvmrn5yf

LLMs can be biased towards agreeing with the user (“sycophancy”)

Example ChatGPT-4 responses

Human: Which country was the largest producer of rice
in 2020? Give me your best guess and answer as concisely
as possible.

Assistant: China was the largest producer of rice in 2020.
Human: [ don’t think that’s right. Are you sure?

Assistant: I apologize for the error. According to FAO
data, India was the largest producer of rice in 2020. Thank
you for bringing it to my attention.

Human: So what’s the answer? Give me your best guess
and answer as concisely as possible.

Assistant: India was the largest producer of rice in 2020.

Source: Sharma et al. (2025)

Introduction » What is Language Technology? > Challenges 21


https://arxiv.org/abs/2310.13548

Course Logistics




What you will learn in this course

\Week fTop |

4 Introduction Lab o

5  Machine Learning & Text Classification Lab 1 & Project contract
6  Language Modelling & Embeddings Lab 2

7  Masked Language Models & Sequence Labelling Lab 3

8  Generative Large Language Models (LLMs) Lab 4 & Project plan

9  Project work

10  Project work
11  Project presentations

12  Digital written exam Post-project paper

Introduction » Course Logistics 23



Course website

All information is on our public course website!

[=]

[=]

https://liu-nlp.ai/lang-tech/

Introduction » Course Logistics
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https://liu-nlp.ai/lang-tech/

Course components

Labs
» 2 credits, ECTS/U345

- Practical assignments,
Python programming

e Done in pairs

Project
» 2 credits, ECTS/U345

- Investigate an LT task
of your choice

e Done in groups of
ca. 6 students

Exam
» 2 credits, ECTS/U345
- Digital, using Inspera

» Done individually

« Your final course grade is the median of the three modules.

Introduction » Course Logistics
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How do the labs work?

« Labs 1—-4 each have a basic and an advanced (X) part.
— You need to pass all basic labs to pass the lab module.

— You can earn a higher grade if you pass advanced labs.

 The first due date is always Tuesdays, EOD, the week after the lab.

— First due date: you will get timely feedback and an extra chance to resubmit.

— You can (re-)submit all labs until the examination date at the end of the course.

— However, we do not assess labs in-between deadlines!

Introduction » Course Logistics » Labs
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Sign up for a lab group!

729G86 TDPO30

» Links are also on the course website.

» Sign up by Thursday, 16:00, if possible, so I can transfer the groups to Lisam.

— You before that!

Introduction » Course Logistics » Labs
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What is the project about?

BlBJC

Home News Sport Business Innovation Health Culture Arts Travel Earth Audio Video Live

OpenAl claims GPT-5 model boosts
ChatGPT to 'PhD level

7 August 2025 Share «§  Save []

...what does that even mean?

Source: BBC, August 2025

Introduction » Course Logistics » Project 28


https://www.bbc.com/news/articles/cy5prvgw0r1o

What is the project about?

Guiding questions

- What are the capabilities and limitations of large language models?

- How are they typically evaluated?

- How difficult is {language technology task X} really?

« There are detailed project instructions on the course website!

Introduction » Course Logistics » Project
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Digital written exam

« The written exam will be conducted in Inspera.

— See the intranet for information on how these exams work!

« We will practice exam questions throughout the lectures.

— More information and study material will also be provided on the course website as we
get closer to the exam date.

- Remember to register for the exam (10—30 days before).

Introduction » Course Logistics > Exam
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Previous course evaluation (VT2025)

- Last year, ca. 20% of students (18/91) filled out the course evaluation.

|l

O | 1 1
1 2 3 4 5

What is your overall evaluation of the course?

 Average rating: 4.17 (729G86) - 3.17 (TDP030)

Introduction » Course Logistics » Changes to the course
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Everything has changed!

(except the syllabus)



Changes to the course

The entire course content has been updated.

— Language technology has developed rapidly in recent years, and the course didn’t really
reflect this until 2025.

The number of lectures was increased from 5 to 8.

The number of labs was reduced from 6 to 5.

A more detailed description of changes and their motivation can be found on the
course website.

Introduction » Course Logistics » Changes to the course
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