
729G86/TDP030 Language Technology

Generative Language Models II
Challenges and Trends

Marcel Bollmann

Department of Computer Science (IDA)

https://liu-nlp.ai/lang-tech/


LLMs are powerful, but famously suffer from “hallucination”
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Source: Toby Walsh, May 2024

https://doi.org/10.64628/AA.9wvmrn5yf


Sycophancy: The tendency of LLMs to agree with the user

• Can you see how this might result from preference alignment?
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Source: Sharma et al. (2025)

https://arxiv.org/abs/2310.13548
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Truthfulness



Hallucination

• Misinformation comes with risks ⟶

• The tendency of LLMs to generate 

factually wrong text is widely called 

hallucination.

– Technically inaccurate, as LLMs don’t 

“perceive” anything; confabulation 

would be a more fitting term…

• Techniques like instruction fine-

tuning, preference alignment can 

mitigate, but not eliminate it.

“In one case that experts described as 

‘really dangerous’, Google wrongly advised 

people with pancreatic cancer to avoid 

high-fat foods. Experts said this was the 

exact opposite of what should be 

recommended, and may increase the risk 

of patients dying from the disease.

In another ‘alarming’ example, the 

company provided bogus information 

about crucial liver function tests, which 

could leave people with serious liver 

disease wrongly thinking they are healthy.”
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Source: The Guardian, January 2026

https://www.theguardian.com/technology/2026/jan/02/google-ai-overviews-risk-harm-misleading-health-information


Language models ≠ knowledge models



Language models are not knowledge models

• Any model has fixed number of parameters.

– e.g. 1B, 4B, 27B, 175B, …

• Parametric knowledge is all knowledge that’s “encoded” in these parameters.

– grammar, words and their meaning, facts about the world, ethical values, …

– “Encoded” is important — models don’t “store” information directly!

• It’s impossible (and computationally inefficient) to encode “all of human 

knowledge” in a limited number of parameters via machine learning.

– e.g. the February 2026 Wikipedia dump is ≈ 45 GB of compressed data
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https://dumps.wikimedia.org/other/mediawiki_content_current/enwiki/2026-02-01/xml/bzip2/


A different way of querying for knowledge

• What if we included some relevant facts in the prompt?

Prompt Here is a Wikipedia article about Sweden:

[…]

What is Sweden’s second-most populous city?

• Context knowledge in the model prompt is independent of the parameters the 

model has learned!
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Tasks that rely on

parametric knowledge

are much harder

(and will require larger models)

than tasks that mostly require

context knowledge!



Context vs. parametric knowledge

• Context-heavy tasks have a lower likelihood of suffering from hallucinations.

– Most relevant information is in the prompt ⟶ easier for the model to “access”

• Parameter-heavy tasks are more dependent on model size and training data.

– More parameters = more capacity to encode information

– What information gets encoded in parameters depends on training data

Context-heavy Parameter-heavy

• Summarizing

• Translating

• Rewriting, grammar-checking

• Extracting information

• Asking factual questions

• Asking open-ended questions

• “Searching” for information

• Creative text generation
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How much can we put inside a prompt?

• The context window, also context length, is the amount of text an LLM can 

process at one time.

Model Context length (tokens)

GPT-4o, Gemma 3, Llama 3.2 128k

Claude Opus 4.6, Sonnet 4.5 200k

GPT-5 400k

Claude (beta), Gemini 3 Pro 1000k

• Retrieval-based methods can search for sources (e.g. websites) that contain 

information relevant to the query, then add their text to the context window.
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Context windows apply to the entire LLM interaction
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Source: Claude API Docs

https://platform.claude.com/docs/en/build-with-claude/context-windows


  Important Concepts

• hallucination

• parametric knowledge vs. context knowledge

• context window
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Impact of Tokenization



Reminder…

• Subword tokenization uses a vocabulary consisting of words, characters, and 

“subwords”, i.e. units that are smaller than words.

['These', 'people', 'are', 'techno', '##fe', '##uda', '##lists', '.']

indicates continuation of previous word 

• Byte-pair encoding (BPE) is an algorithm to train a subword tokenizer.

Generative LMs II  Impact of Tokenization 13



Byte-pair encoding in practice

• Some variant of BPE is used in most modern large language models (LLMs).

Model Vocabulary Size

GPT-2, GPT-3 50k

GPT-3.5, GPT-4 100k

DeepSeek-R1, Llama-3.1 128k

Qwen-2.5, Qwen-3 150k

Llama-4 200k

Gemma 3 260k

• In practice, it is trained with (tens of) thousands of merges on very large corpora.
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Example: GPT-3 tokenizer

• This is how GPT-3 tokenizes the opening of Mary Shelley’s Frankenstein:

– Implementation detail: the word boundary is marked at the start of the word here…
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Visualization via The Tokenizer Playground

https://www.gutenberg.org/ebooks/84
https://huggingface.co/spaces/Xenova/the-tokenizer-playground


Example: GPT-3 tokenizer

• This is how GPT-3 tokenizes a paragraph about LiU:
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Visualization via The Tokenizer Playground

https://en.wikipedia.org/wiki/Link%C3%B6ping_University
https://huggingface.co/spaces/Xenova/the-tokenizer-playground


Properties of BPE tokenization

• In principle, we can have shared representations between words:

['⎵work', 'able'], ['⎵drink', 'able'], ['⎵wash', 'able']

• However, this is purely because of statistical patterns in the data.

['⎵think', 'able'], ['⎵unthinkable']

['⎵incon', 'ceivable']

– Tokens may or may not correspond to “meaningful” units.
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All examples are actual tokenizations from GPT-3



Properties of BPE tokenization

• Spaces are part of a token, and tokens are case-sensitive.

– These are all different tokens:

['run', '⎵run', 'Run', '⎵Run']   [5143, 1057, 10987, 5660]

• This also means how many tokens a word has can depend on context:

['The', '⎵commencement']

['Comm', '⎵ence', '⎵ment']
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All examples are actual tokenizations from GPT-3



Consequences of BPE tokenization

• LLMs using subword tokenization can 

have trouble counting characters.

['⎵strawberry']   [73700]

• To ChatGPT, the word “strawberry” is 

just a numerical ID (e.g. “73700”).

– It cannot “look inside” the string or 

analyze it in any way!
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Source: Riley Goodside on X

https://x.com/goodside/status/1830470374321963103


Increasingly weirder properties of BPE tokenization

• The following tokens were all learned by GPT-3’s tokenizer:

['StreamerBot', 'GoldMagikarp', '⎵SolidGoldMagikarp', 'PsyNetMessage', 

'embedreportprint', 'oreAndOnline', 'DragonMagazine', '⎵guiActiveUn', ...]

• “Glitch tokens”: can lead to weird behaviour of the model
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Source: LessWrong

https://www.lesswrong.com/posts/aPeJE8bSo6rAFoLqg/solidgoldmagikarp-plus-prompt-generation


Multilinguality



More than 7000 languages in the world
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Source: Simon J Greenhill

https://twitter.com/SimonJGreenhill/status/1443347052927225857


Reminder: Languages have different typological properties

• Languages can differ in morphology, i.e. how “words” are built.

– English: “those unable to be Europeanised” (inflectional)

– Turkish: “Avrupalılaştıramadıklar” (agglutinative)

• Languages can have different word order and be written in different scripts.

– English: “The dog chased the cat.” (SVO order; Latin script)

– Japanese: “犬が猫を追いかけた。” (SOV order; kanji and hiragana scripts)
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Example: No gendered pronouns in Turkish
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Source: DeepL, January 2026



Resource availability for different languages

• Many languages have very few resources (= datasets) available for them.

– Even some spoken by a large number of people!

Languages (examples) Speakers

5 English, Spanish, German 2.5 B

4 Russian, Dutch, Korean 2.2 B

3 Indonesian, Ukrainian, Hebrew 1.8 B

2 Zulu, Maltese, Irish 5.7 M

1 Cherokee, Greenlandic 30 M

0 Dahalo, Wallisian, Bora 1.2 B
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Source: Joshi et al. (2020)

https://aclanthology.org/2020.acl-main.560/


Utility of NLP tasks by demographic factors

“It is the economic prowess 

of the users of a language 

(rather than the sheer 

demographic demand) that 

drives the development of 

language technologies.”
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Source: Blasi et al. (2022)

https://aclanthology.org/2022.acl-long.376/


Multilingual models

• Many large language models claim multilingual capabilities.

– Gemma 3: 140+ languages

– Qwen 3: 119 languages — Qwen 3.5: 201 languages

• This usually means the training data contained documents in all these languages.

– e.g. A model trained on websites in English and Spanish will “know” both languages.

– The models are not necessarily equally good in all of these languages…

– English is often the dominant language in training datasets!

• Accidental multilinguality: No special design choices, just a big pile of data.
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Pretraining data is predominantly English
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Source: Patra et al. (2023)

https://www.microsoft.com/en-us/research/uploads/prod/2023/07/ACL2023MultilingualModelsTutorial.pdf


Tokenization in different languages

• English 12 tokens
What ⎵is ⎵the ⎵best ⎵time ⎵of ⎵year ⎵to ⎵travel ⎵to ⎵Japan ?

• Swedish 13 tokens
Vil ken ⎵är ⎵den ⎵bästa ⎵tiden ⎵på ⎵året ⎵att ⎵besö ka ⎵Japan ?

• Estonian 14 tokens
Mis ⎵on ⎵par im ⎵aeg ⎵aast as ⎵Ja apan it ⎵kü last ada ?

• Malayalam 16 tokens
ജ പ്പ ാൻ ▁സ ന്ദ ർ ശ ിക്കാൻ ▁വർഷ ത്തിലെ ▁ഏറ്റവും ▁നല്ല ▁സമയം ▁ഏ താണ് ?

• Icelandic 18 tokens
H ven ær ⎵er ⎵besti ⎵á rst í min n ⎵til ⎵að ⎵he ims æk ja ⎵Japan ?
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Produced with the Gemma tokenizer (…and Google Translate)



Fertility

• Fertility is one proposed measure to compare a tokenizer on different languages.

𝑓(𝑥) =
# tokens in 𝑥

# words in 𝑥

– Vilken är den bästa tiden på året att besöka Japan? – 10 words

– Vil ken ⎵är ⎵den ⎵bästa ⎵tiden ⎵på ⎵året ⎵att ⎵besö ka ⎵Japan ? – 13 tokens

𝑓(𝑥) =
13

10
= 1.3
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Consequences of tokenization for multilinguality

• Remember: It’s harder to learn from longer sequences!

• More tokens = more computationally expensive

– Many commercial providers charge per token;

e.g. GPT-5: input $1.25, output $10.0 per 1M tokens (as of 02/2026)

– It can literally be more expensive to use LLMs on e.g. Icelandic than on English!

• Tokens are shared between different languages, but not different scripts.

['You', '⎵and', '⎵me'] ['Han', '⎵and', 'ades']

 these are identical to the model 
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Script distribution in the Gemma 3 tokenizer
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  Important Concepts

• multilingual LLMs

• fertility score
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Efficiency



Environmental impact of large language models

• Measuring the environmental impact of LLMs is really tricky.

– energy use (kWh), carbon footprint (CO2e), water consumption

• Needs to weigh training vs. inference (= using/prompting the model)

– Training is done “only once”, but also orders of magnitude more resource-intensive.

• Depends on many factors…

– Hardware: different GPUs/servers have different energy efficiency

– Location: water consumption is more problematic in e.g. desert regions

– What do we count? Operation of supercomputer centers? Operation of power plants 

for those centers? Production costs of hardware?
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Energy use of large language models

• We can measure energy use of LLM training and prompting.

– But note: BERT & BLOOM figures were measured on different hardware…

Task Energy (kWh)

Training BERT 368

Training BLOOM-176B 433,196

Running BLOOM-176B for a day

(average of 558 requests/hour)
50

•  CodeCarbon and  Carbontracker are examples of tools to measure 

carbon footprint (in Python code!)
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Sources: Luccioni et al. (2022), Wang et al. (2023)

https://codecarbon.io/
https://codecarbon.io/
https://carbontracker.info/
https://carbontracker.info/
https://arxiv.org/abs/2211.02001
https://aclanthology.org/2023.findings-emnlp.607


LLMs are quite inefficient learners

• Qwen 3 was trained on 36 trillion, Llama 4 on “up to” 40 trillion tokens.
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Sources: Warstadt et al. (2023), Qwen, Llama 4

https://aclanthology.org/2023.conll-babylm.1/
https://huggingface.co/Qwen/Qwen3-4B-Base
https://huggingface.co/docs/transformers/en/model_doc/llama4

	LLMs are powerful, but famously suffer from "hallucination"
	Sycophancy: The tendency of LLMs to agree with the user
	Truthfulness
	Hallucination
	Hallucination

	Parametric Knowledge
	Language models are not knowledge models

	Context Knowledge
	A different way of querying for knowledge
	Context vs. parametric knowledge
	How much can we put inside a prompt?
	Context windows apply to the entire LLM interaction


	Impact of Tokenization
	Reminder…
	Byte-pair encoding in practice
	Example: GPT-3 tokenizer
	Properties of Subwords
	Properties of BPE tokenization
	Consequences of BPE tokenization

	Glitch Tokens
	Increasingly weirder properties of BPE tokenization


	Multilinguality
	More than 7000 languages in the world
	Reminder: Languages have different typological properties
	Example: No gendered pronouns in Turkish
	Resource Availability
	Resource availability for different languages
	Utility of NLP tasks by demographic factors

	Training
	Multilingual models
	Pretraining data is predominantly English

	Tokenization
	Tokenization in different languages
	Fertility
	Consequences of tokenization for multilinguality
	Script distribution in the Gemma 3 tokenizer


	Efficiency
	Environmental Impact
	Environmental impact of large language models
	Energy use of large language models

	Computational Effiency
	LLMs are quite inefficient learners



