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Instructions





Guidelines for the post-project paper

https://www.ida.liu.se/~TDDE09/project/PostProjectPaper.pdf


D E AL
Describe Examine Articulate 

Learning

Describe your work 
with the project. 
Focus on things that 
let you illustrate 
what you have 
learned.

Examine  
your experience  
and link it to the 
relevant course 
content.

Articulate your 
learning. What did 
you learn? How, 
exactly, did you learn 
that? Why does this 
learning matter?



Length distribution

Part 3: Articulate your learning

In the last part of your paper, you summarise your reflections by explicitly articulating
what you have learned, and explaining how this learning is relevant for the learning
objectives.

Prompts Respond to all of the following three prompts:

• What did you learn? Express an important learning, not just a fact.

• How, exactly, did you learn it? Connect your learning to specific details in your
description and insights from your analysis.

• Why does your learning matter? What value does the learning have for you? How
will you use it? Consider how your experience has helped you achieve the learning
objective for the project module:

On completion of the course, the student should be able to seek, assess, and use
scientific information within the area of NLP.

Paper length

The maximal length for the post-project paper is 4 pages (8 columns) using the
provided style files. This excludes references.

Length distribution The first two parts (Describe and Examine) should each make
up approximately 45% of the total length (ca. 3.5 columns). The third part (Articulate)
should take the remaining 10% (ca. 1 column). A common mistake is to make the
description too long and the examination of the learning too short.

Examine
45%

Describe

45%

Articulate

10%
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Discussion points 1

• Which of the three steps in the DEAL model do you find the 
easiest to write about? Why? 

• Which of the three steps do you find the hardest to write about? 
Why? What would help you to find it easier?



Grading criteria



Component grade F Component grade E Component grade A

Description Unclear what the project

was about, what results it

produced or what part

you played in it. Lack of

details and examples. (0)

Clear and precise account

of the project idea, its

results and your role in it.

Several details and

examples. (30)

Includes experience from

additional reading of

scientific literature. Focus

on aspects significant for

your learning. (60)

Examination Fails to show which

concepts and skills from

the course emerged in the

project. Hard to follow for

someone who has not

taken the course. (0)

Considers how specific

concepts and skills

emerged in the project

and explains them so that

an outside student can

understand them. (30)

Develops an enhanced

understanding of concepts

and skills from the course

in light of the project

experience and any

additional reading. (60)

Articulation of

Learning

Not clear what you

learned, how exactly you

learned it, or how this

learning is relevant to the

learning objective. (0)

Clear what you learned,

how exactly you learned it,

and how the learning is

relevant to the learning

objective. (30)

Places the learning from

the project in a broader

context by explaining the

project's relevance for the

research community. (60)

Formal aspects Paragraphs are

disorganised. Several

errors in grammar and

punctuation. Mostly

informal language.

Incorrect use of

terminology. (0)

Each paragraph has a

central idea. Few

errors in grammar and

punctuation. Mostly

academic language.

Mostly correct use of

terminology. (20)

Paragraphs have a good

flow. Virtually no errors in

grammar and punctuation.

Academic language

throughout. Precise use of

terminology. Correctly

formatted references. (40)
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Description

Component grade F Component grade E Component grade A

Description Unclear what the project

was about, what results it

produced or what part

you played in it. Lack of

details and examples. (0)

Clear and precise account

of the project idea, its

results and your role in it.

Several details and

examples. (30)

Includes experience from

additional reading of

scientific literature. Focus

on aspects significant for

your learning. (60)

Examination Fails to show which

concepts and skills from

the course emerged in the

project. Hard to follow for

someone who has not

taken the course. (0)

Considers how specific

concepts and skills

emerged in the project

and explains them so that

an outside student can

understand them. (30)

Develops an enhanced

understanding of concepts

and skills from the course

in light of the project

experience and any

additional reading. (60)

Articulation of

Learning

Not clear what you

learned, how exactly you

learned it, or how this

learning is relevant to the

learning objective. (0)

Clear what you learned,

how exactly you learned it,

and how the learning is

relevant to the learning

objective. (30)

Places the learning from

the project in a broader

context by explaining the

project's relevance for the

research community. (60)

Formal aspects Paragraphs are

disorganised. Several

errors in grammar and

punctuation. Mostly

informal language.

Incorrect use of

terminology. (0)

Each paragraph has a

central idea. Few

errors in grammar and

punctuation. Mostly

academic language.

Mostly correct use of

terminology. (20)

Paragraphs have a good

flow. Virtually no errors in

grammar and punctuation.

Academic language

throughout. Precise use of

terminology. Correctly

formatted references. (40)
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Description: Details and examples

and then the best scoring weight was tested on the test data to get a generalization error on data on
unseen data.

Figure 1: Method 1 MLP
Figure 2: Method 2 Weighted
Sum

1.3 Execution, Experiments and Results

Our first course of action was to divide our two variants of the data set into training (70%), valida-
tion(15%) and test(15%). I took the lead in creating our baseline. The fine tuned BERT where largely
based in my implementation of a BERT model from one of the course laborations. I decided to sort
in the reviews so that there was a cut of point at 128 words in order for us to be able to have faster
iterations and I figured that it was well enough to test our hypothesis. We also tested our evaluation
metrics for 80 words and got fairly similar results. When the baseline was set we started to work on
our implementation. Martin and Jakob set the scene for the VADER model by importing it and making
a vocabulary of the reviews with there corresponding VADER scores of positive, negative, neutral and
compound. After this the class for the Multilayered perceptron was coded. Which used the concatenated
the outputs from the BERT and VADER. The MLP was called from the training loop and was trained
on the last linear layer in order to improve.

An experiment was to test the VADER accuracy on both the smaller (80 words) and larger (120 words)
data set. The result was that the VADER tool got an accuracy of 74% respectively 76%. Longer reviews
may lead to increased uncertainty for the VADER tool.

The average result for the two data sets were as following:

Figure 3: Results larger dataset(120 words) Figure 4: Results smaller dataset (80 words)
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Do not forget to also include a summary in text form!  
Make it clear what I should look at, what trends you want me to see.



Description: Your role in the project

• Only write what you must write to contextualise your learning 
experience – which part of the project you were most involved in. 

• I do not need to know that you were responsible for scheduling 
your meetings, maintaining your repo, buying fika … 

• This paper is not the right place to reflect on the quality of your 
team work or to apologise for your choice of topic.



Description: Additional reading

• The term “additional reading” refers to literature that was not 
already part of your presentation, or was not discussed in detail. 

• Focus on aspects significant for your learning. Make it clear how 
you learned from the articles you cite. 
This can happen in the Describe or the Examine part.



Discussion points 2

The intended target audience for the paper are fellow students who 
are not in the course. 

• What background can you expect from this audience? 

• What would require explanation?



Examination

Component grade F Component grade E Component grade A

Description Unclear what the project

was about, what results it

produced or what part

you played in it. Lack of

details and examples. (0)

Clear and precise account

of the project idea, its

results and your role in it.

Several details and

examples. (30)

Includes experience from

additional reading of

scientific literature. Focus

on aspects significant for

your learning. (60)

Examination Fails to show which

concepts and skills from

the course emerged in the

project. Hard to follow for

someone who has not

taken the course. (0)

Considers how specific

concepts and skills

emerged in the project

and explains them so that

an outside student can

understand them. (30)

Develops an enhanced

understanding of concepts

and skills from the course

in light of the project

experience and any

additional reading. (60)

Articulation of

Learning

Not clear what you

learned, how exactly you

learned it, or how this

learning is relevant to the

learning objective. (0)

Clear what you learned,

how exactly you learned it,

and how the learning is

relevant to the learning

objective. (30)

Places the learning from

the project in a broader

context by explaining the

project's relevance for the

research community. (60)

Formal aspects Paragraphs are

disorganised. Several

errors in grammar and

punctuation. Mostly

informal language.

Incorrect use of

terminology. (0)

Each paragraph has a

central idea. Few

errors in grammar and

punctuation. Mostly

academic language.

Mostly correct use of

terminology. (20)

Paragraphs have a good

flow. Virtually no errors in

grammar and punctuation.

Academic language

throughout. Precise use of

terminology. Correctly

formatted references. (40)
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Link your project to the rest of the course – lectures, labs.  
For higher grades, show how the project enhanced your understanding.



Part 1: Describe your experience

This part lays the foundation for your reflections. Provide the facts of your project
experience; do not jump straight into interpretations. Select aspects significant for
your learning; do not simply recount the events from start to end.

Suggested structure Here is a suggested structure for this part:

• Start with a short summary of your project (at most 200 words).

• Explain why your project is interesting and what you wanted to learn from it.

• Describe what you actually did in the project and what results you obtained.

Make sure to write your description so readers who were not involved in the project
will understand what you did, why you did it, and what you found. As your reader,
imagine a fellow student who has not taken this particular course.

Part 2: Examine your experience

In this part, you move beyond a mere description of your project. Instead, your goal
here should be to critically examine your experience and connect it to the course
content and any additional reading you did for the project.

Prompts Respond to the following prompt:2

What specific technical concepts and skills from the course were relevant to your
project? Explain them so that a fellow student who is not in the course can under-
stand them. How exactly did you use these concepts and skills in the project?

For a higher grade, additionally address one of these more advanced prompts:

• What similarities, what differences were there between your prior understanding
of the course content and the way in which it emerged in the project?

• Based on your experience and your analysis, was your understanding of the course
content and any additional reading adequate? If not, what exactly was lacking?

• How has the project enhanced your understanding of the course content? Given
what you know now, how would you do the project today?

2The prompts were adapted from Duke Service-Learning (2018).
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Examination

Project Work
A wide variety of regular project work skills were naturally essential, such as
communication and planning. However, as no issues arose within this field and it does not
directly relate to TDDE09 it’s not discussed below.

Due to the importance of TF-IDF and S-BERT for the project, understanding these was vital.
The project group learned these methods via reading the corresponding research literature
and as such the ability to read and understand such work was also important. Furthermore,
as the field was NLP, a good grasp of the foundations and terminology therein was needed.

The entire project being written in Python required a good understanding of the language.
Personally, I didn’t implement anything using the TF-IDF or S-BERT theory though others
in the group implemented TF-IDF andWindow S-BERT, both of which did require said
theory.

Results

The knowledge of TF-IDF, BERT, S-BERT and QA-BERT were the basis for the analysis of the
results. Details thereof are presented below.

The main result was as expected: S-BERT improved the quality of responses compared to
TF-IDF. This was expected as TF-IDF is a generic static statistical model and S-BERT is a
more complex neural network model, which when published was state of the art in similar
tasks.

However, something surprising was the quality of Window S-BERT. It was initially
developed to decrease the runtime of the model, the inference time of QA-BERT appears to
be quadratic in the length of the input, but also proved to substantially improve the quality
of responses. My expectation was that QA-BERT would not perform worse with a longer
context. Though, as BERT models generally undervalue the centre of an input, trimming the
context for QA-BERT is likely beneficial if the answer remains.

Furthermore, the quality of the final model was rather disappointing. I expected it to reach
at least 50% correct answers, but this was likely based on general belief in neural networks
rather than applicable theory. Though considering the architecture of S-BERT and the
relative success of Gold Standard it’s plausible that this could be reached if S-BERT is
fine-tuned on Friends data. This as fine-tuning hopefully would solve the implied name
issue mentioned above, amongst other things.
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suggested investigating whether the data is biased towards some parties and which parties were correctly
classified the most and least. This was very valuable feedback we will keep in mind for future work. We
also received a lot of positive feedback regarding adapters. The audience, in general, displayed a keen
interest in the topic and its performance.

2 Examination

During the Natural Language Processing (NLP) course, I was introduced to a type of neural network
architecture called transformers. Transformers utilize a self-attention mechanism that provides direct
access to all elements in a sequence, regardless of its length [1]. In our project, as outlined in section
1, we utilized a BERT model as it is a large pre-trained language model that employs the transformer
architecture as its backbone.

From the course material, I learned that the BERT model comprises a considerable number of free
parameters, making fine-tuning the model very computationally expensive. Therefore, we decided to
explore di↵erent approaches to reduce the training time while maintaining accuracy.

In the NLP course, I also learned about generative pre-trained transformers (GPT), which can be fine-
tuned for a classification task by freezing the model and only fine-tuning a classification layer [2]. This
got me thinking that the same approach could be applicable to the BERT model. The article by Peters
et al. [4] confirmed this notion. As illustrated in Table 2, the authors achieved nearly the same accuracy
by fine-tuning and freezing the model and only fine-tuning the classification layer. However, our results
for both techniques were much lower, possibly due to the fact that SICK-E dataset, used in the study,
only contains three labels, while the Riksdagen dataset contains eight labels, and the latter contains texts
up to 512 tokens.

Authors Dataset HEAD FULL Adapters

Peters et al. SICK-E 84.8% 85.8% -
Pfi↵er et al. SICK 76.30% 87.30% 86.20%
Our team Riksdagen 34.22% 31.34% 59.35%

Table 2: Results obtained from various implementations conducted by our team, as well as by Pfi↵er et
al. and Peters et al. HEAD refers to freezing the model and only fine-tuning the classification layer.
FULL referrers to fine-tuning model and classification layer. Adapters referrers to freezing the model and
fine-tuning the adapters.

Additional reading, particularly the paper by Pfei↵er et al. [5], proved useful in our project, as it
introduced adapters and how these lightweight neural networks can be integrated into a pre-trained
model for downstream tasks. Adapters enabled us to freeze the model parameters and only fine-tune the
adapters, e↵ectively doubling our accuracy while halving the training time compared to fine-tuning the
model (see Table 1). When comparing our results with those obtained by Pfei↵er et al., I would say that
our results are good, as we used longer sequences and had more labels.

The observation that fine-tuning only adapters could double the accuracy compared to fine-tuning the
model might seem strange. However, Pfei↵er et al. suggestes that this could be due to the fact that
adapters can have a regularization e↵ect on certain datasets, resulting in better performance on average
for specific tasks, even though only a smaller proportion of weights are trained.

One thing I found especially hard during the implementation process was verifying that the di↵erent
implementations accurately updated only the desired weights. This includes verifying that the process
of freezing the model and the implementation of the adapters were done correctly. This was a result of
the fact that I found it di�cult to fully understand the documentation provided by the Hugging Face
Library. However, even though it was hard to verify that our implementation of adapters were correct,
the fact that me and Linus collaborated helped. We made two significantly di↵erent implementations of
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Discussion points 3

• What specific technical concepts and skills from the course are 
most relevant to your project? 

• Can you give an example of a situation in your project where you 
found your knowledge from the course lacking?



Articulate your learning

Component grade F Component grade E Component grade A

Description Unclear what the project

was about, what results it

produced or what part

you played in it. Lack of

details and examples. (0)

Clear and precise account

of the project idea, its

results and your role in it.

Several details and

examples. (30)

Includes experience from

additional reading of

scientific literature. Focus

on aspects significant for

your learning. (60)

Examination Fails to show which

concepts and skills from

the course emerged in the

project. Hard to follow for

someone who has not

taken the course. (0)

Considers how specific

concepts and skills

emerged in the project

and explains them so that

an outside student can

understand them. (30)

Develops an enhanced

understanding of concepts

and skills from the course

in light of the project

experience and any

additional reading. (60)

Articulation of

Learning

Not clear what you

learned, how exactly you

learned it, or how this

learning is relevant to the

learning objective. (0)

Clear what you learned,

how exactly you learned it,

and how the learning is

relevant to the learning

objective. (30)

Places the learning from

the project in a broader

context by explaining the

project's relevance for the

research community. (60)

Formal aspects Paragraphs are

disorganised. Several

errors in grammar and

punctuation. Mostly

informal language.

Incorrect use of

terminology. (0)

Each paragraph has a

central idea. Few

errors in grammar and

punctuation. Mostly

academic language.

Mostly correct use of

terminology. (20)

Paragraphs have a good

flow. Virtually no errors in

grammar and punctuation.

Academic language

throughout. Precise use of

terminology. Correctly

formatted references. (40)
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Give a summary of your learning and explain why it is relevant.  
For higher grade, connect to the literature.



Articulation
The specialised S-BERT model is something I didn’t know of before the project. Reading the
research paper and discussing it gave me a solid theoretical foundation which was further
supplemented by an intuitive understanding when the evaluation and analysis were
performed. Furthermore, having considered and discussed fine-tuning I could hopefully
improve the model more on a particular domain. A company I’m working part time for
with AI-applications is soon releasing an FAQ and as such, using S-BERT for question
suggestions could be a way to naturally integrate this FAQ into their current chatbot.

The general BERT architecture was also something I didn’t have much experience with
beforehand. While discussed during the TDDE09 lectures, testing S-BERT and QA-BERT
really showcased the flexibility of the model, and the general power of the architecture was
noticeable when reading the theory. Therefore I now consider BERT to be an adaptable and
strong tool at my disposal. Currently I’m planning for a project which would include
multi-language sentiment analysis and am considering using varieties of BERT therein.

This project was also one of my first times doing a recorded video presentation. The largely
positive response makes me believe it’s something I could consider for other courses going
forward. Of course, issues with this were also discussed but keeping these in mind should
improve potential future recordings.
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adapters that yielded similar results. This process both helped verify our implementations, as well as
providing the insight that there are multiple ways of successfully implementing adapters.

As stated in section 1 we got a lot of helpful insights as to how to improve our work when presenting
it to our fellow classmates. In addition to those suggestions there are more ways in which I thing we
could improve our work if to do it again. One example is based on the observed improvement we got
in accuracy and training time when fine-tuning adapters compared to fine-tuning the model, as well as
insights gained from Amil Merchant et al’s work on partial freezing [3]. If the project were to be revisited,
it would be interesting to integrate these approaches. The study states that pre-trained language model’s
early layers learn generic linguistic patterns irrelevant to the downstream task, whereas the later layers
learn task-specific patterns. Therefore, they proposed the technique partial freezing, which involves
freezing early layers during fine-tuning. If this approach were to be combined with fine-tuning adapters
one could expect that it could result in increased accuracy, while not being as computationally expensive
as fine-tuning adapters and the entire model.

3 Articulation of Learning

Throughout the course of this project, I have come to understand that there are various approaches
available for fine-tuning pre-trained language models, and that their e�cacy can di↵er greatly depending
on the task at hand. This was evidenced by a comparative analysis of the results generated by our
implementation, and those presented by Peters et al. and Pfi↵er et al. (see Table 2). As outlined in
section 2, our findings indicated that adapter-based fine-tuning produced superior results, while fine-
tuning the entire model and freezing the model while fine-tuning only the classification layer resulted
in comparatively inferior performance. Conversely, Peters et al. and Pfi↵er et al. achieved favorable
outcomes by either fine-tuning the entire model or only fine-tuning the classification layer. The primary
distinction between our task and theirs pertains to the input sequence size and number of labels, leading
me to the conclude that label count is a crucial factor that has a significant impact on performance.
However, as our task and the one by Pfi↵er et al. achieved success using adapters despite vastly di↵ering
input sequence length and label counts, I will bear in mind that adapters appear to be a useful technique
for a broad range of tasks in future work. Additionally, the realization that high accuracy can be attained
without fine-tuning the entire model is valuable from an environmental perspective, as computationally
intensive tasks consume a considerable amount of energy. This aspect will undoubtedly be critical in the
future of IT.

Given the various methods available for fine-tuning pre-trained language models, as described above, I
have gained insight into the significance of conducting a comprehensive literature review. To e�ciently
examine a substantial number of articles, I have come to appreciate the skill of quickly scanning through
material to identify pertinent sources. Once such sources have been identified, a more thorough exami-
nation of the material enables me to further refine my search to locate the most relevant content. The
ability to conduct e↵ective literature reviews will be an invaluable tool throughout my professional career,
particularly when tasked with familiarizing myself with new subjects.
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Formal aspects

Component grade F Component grade E Component grade A

Description Unclear what the project

was about, what results it

produced or what part

you played in it. Lack of

details and examples. (0)

Clear and precise account

of the project idea, its

results and your role in it.

Several details and

examples. (30)

Includes experience from

additional reading of

scientific literature. Focus

on aspects significant for

your learning. (60)

Examination Fails to show which

concepts and skills from

the course emerged in the

project. Hard to follow for

someone who has not

taken the course. (0)

Considers how specific

concepts and skills

emerged in the project

and explains them so that

an outside student can

understand them. (30)

Develops an enhanced

understanding of concepts

and skills from the course

in light of the project

experience and any

additional reading. (60)

Articulation of

Learning

Not clear what you

learned, how exactly you

learned it, or how this

learning is relevant to the

learning objective. (0)

Clear what you learned,

how exactly you learned it,

and how the learning is

relevant to the learning

objective. (30)

Places the learning from

the project in a broader

context by explaining the

project's relevance for the

research community. (60)

Formal aspects Paragraphs are

disorganised. Several

errors in grammar and

punctuation. Mostly

informal language.

Incorrect use of

terminology. (0)

Each paragraph has a

central idea. Few

errors in grammar and

punctuation. Mostly

academic language.

Mostly correct use of

terminology. (20)

Paragraphs have a good

flow. Virtually no errors in

grammar and punctuation.

Academic language

throughout. Precise use of

terminology. Correctly

formatted references. (40)
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Use a spell checker and a grammar checker.  
Use Copilot or ChatGPT as a writing coach.


