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MS MARCO dataset

• Passage ranking dataset 
(retired in 2023)

• Collection of 8.8M passages 
(pid, passage_text)

• Queries 100K (qid, query)

• Qrels (qid, pid) – human labeled 
relevance

Microsoft Machine Reading Comprehension
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Related work
• R. Nogueira and K. Cho, ‘Passage Re-ranking with BERT’, 2020.

• Simple two stage method

• First stage: Use BM25 to pair queries and passages

• BM25 is a ranking function for text retrieval using TF-IDF (similar to BoW)

• Second stage: Use BERT

• Results

• BM25  MRR@10 = 16.7

• BM25 + BERT base  MRR@10 = 34.7

• BM25 + BERT large  MRR@10 = 36.5

• Other projects use advanced three-stage methods

• Example results:  MRR@10 = 39.7



Research questions

• RQ1:  How does a fine-tuned embedding model perform against a 
general-purpose model on passage ranking?

• RQ2:  How do the results compare to other systems (including 
sparse retrieval BM25) found in the MS MARCO leaderboard?
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Method
Compute passage embeddings

Entire collection 8.8M rows (3 GB)

Due to hardware limitations, loading the entire collection 
into the RAM and converting to embeddings would result in 
slower compute. However, the real limit is GPU VRAM

float32 = 32 bits = 4 bytes
Embedding vector dimension = 384
For all passages: 8.8M * 384 * 4 ≈ 13.5 GB
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Compute passage embeddings
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Method
Computing passage embeddings

Batches are processed by GPU
(SBERT encoding)

Chunk 1Chunk 0



Method
Facebook AI Similarity Search (FAISS)

Embeddings FAISS

• Efficient similarity search

• Can find k most similar vectors in a very large set 
(millions or billions)

• Offers different indexing types, we use 
IndexFlatIP (exact search using inner product)

• Works on CPU and GPU (Linux only)
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Method

Compute query embeddings

Retrieval

FAISS Index

index.search(query_embeddings, TOP_K=100)
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Method

Compute query embeddings

Evaluation metrics

FAISS Index

index.search(query_embeddings, TOP_K=100)

 

Top 100 similar 
passages

• Mean reciprocal rank (MRR) @ rank

Q = queries

Ideally the rank would be 1 for each query
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Results
Previous mentioned research

Single stage:

• BM25 MRR@10 = 16.7

Two stage methods:

• BM25 + BERT base MRR@10 = 34.7

• BM25 + BERT large MRR@10 = 36.5

Our implementation

• Fine-tuned model MRR@10 = 31.8

• General purpose model MRR@10 = 30.3

Other three stage methods: 

• MRR@10 = 39-45
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Conclusions and future work
Conclusion

• Breakthrough Achievement
• sBERT with FAISS secures an MRR@10 of 32, decisively surpassing BM25 (16.7) on MS MARCO.
• Dense retrieval redefines precision, eclipsing traditional lexical approaches. 

• Superior Optimization
• Fine-tuned msmarco-MiniLM-L6-v3 (MRR@10: 32) outperforms allMiniLM-L6-v2 (MRR@10: 30)

• Paradigm Shift
• Neural embeddings paired with scalable indexing establish a new benchmark in information retrieval excellence

Future work

• Expanded Scope
• Larger datasets will amplify model robustness and impact.

• Refined Calibration
• Advanced fine-tuning could elevate accuracy to higher levels. Larger embedding vector dimension.

• Optimized Efficiency
• Enhanced indexing techniques will streamline retrieval speed



Questions?
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