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Tokenisation and  
embeddings

https://projector.tensorflow.org
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LLM architectures



3 Pre-training
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https://arxiv.org/abs/2203.15556


4 Alignment and evaluation

Ouyang et al. (2022)

https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf

