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Data for LLM pretraining

• Training modern LLMs demands vast amounts of data. is data 
is oen sourced from the Internet. 

• While abundant, Internet data is unstructed, noisy, and biased, 
making it an imperfect representation of language. 

• Internet text data requires extensive postprocessing and quality 
filtering to enhance relevance and diversity.
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“ trillion tokens of the finest data the web has to offer”

Source

https://huggingface.co/datasets/HuggingFaceFW/fineweb
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Basic filtering

• URL filtering using blocklists 
Examples: adult content, malware, phishing sites 

• Language filtering 
Uses fastText; keep only English text with a score ≥  

• Heuristic filtering 
Filter for length, symbol-to-word ratio, common/uncommon words, etc.

https://fasttext.cc/blog/2017/10/02/blog-post.html


Impact of filtering
the design choices we made. Note that to train these models we randomly sampled 350 billion tokens
from each dataset, without upsampling any individual Common Crawl snapshot.

Figure 9: Each processing step in FineWeb pro-
vides a performance uplift. Compared to the base
filtering (Section 3.3), applying individual-crawl Min-
Hash deduplication (Section 3.4) the C4 filters (Sec-
tion 3.5), and our additional heuristic filters (Sec-
tion 3.6) each improve performance.

Figure 10: Comparing FineWeb datasets to other
public datasets. Base FineWeb shows strong perfor-
mance, with the educational subset (FineWeb-Edu)
surpassing all other public datasets and further en-
hancing the aggregate score by approximately 2%.

4 FineWeb-Edu

An interesting approach has recently emerged for filtering LLM training datasets: using synthetic
data to develop classifiers for identifying educational content. This technique was notably used in
the non-public pretraining datasets of Llama 3 [6] and Phi-3 [8], but its large-scale impact on web
data filtering has not been publicly explored. We applied this technique to FineWeb by filtering it
with an educational quality classifier developed from synthetic annotations generated by Llama-3-
70B-Instruct [62]. The resulting dataset, FineWeb-Edu, contains 1.3 trillion tokens. FineWeb-Edu
is specifically optimized for educational content and outperforms all openly accessible web-based
datasets on a number of reasoning- and knowledge-intensive benchmarks such as MMLU, ARC, and
OpenBookQA by a significant margin.

To build the synthetic annotations, we use Llama-3-70B-Instruct to score 460,000 randomly sampled
webpages from the FineWeb CC-MAIN-2024-10 snapshot for their educational quality on a scale
from 0 to 5. We explored several prompt formats to automatically extract an educational score using
an LLM and found that the additive scale used in previous work Yuan et al. [63] worked best. It
allows the LLM to evaluate each criterion and build the score step-by-step, unlike the single-rating
scale [64] which assigns a fixed score based on predefined categories. To avoid having the LLM favor
highly technical pages like arXiv abstracts and submissions, we prompted it to focus on grade-school
and middle-school level knowledge. The prompt used for synthetic annotations is in Appendix F.1.

To scale our filtering to the entirety of FineWeb, we trained a linear regression model on top of the
Snowflake-arctic-embed-m embedding model [65]. We fine-tuned this linear regressor on 410,000
of our Llama 3 synthetic annotations for 20 epochs with a learning rate of 3e-4 (while keeping the
embedding and encoder layers frozen). We selected the checkpoint with the highest F1 score on
the held-out validation set containing the remaining 50,000 samples, treating Llama 3 annotations
as ground-truth. After training, we rounded the model’s output scores to integers from 0 to 5. We
then used fixed thresholds to classify whether a given document from FineWeb was educational. We
investigated the impact of using different thresholds for the filtering and ultimately chose a minimum
threshold of 3 for FineWeb-Edu, which ultimately gave the best trade-off between performance
on knowledge and reasoning intensive benchmarks and the performance on other benchmarks like
HellaSwag [66]. With a threshold of 3, the model achieved an F1 score of 82% on the validation set,
indicating strong performance in distinguishing high-quality educational content.

Applying the classifier to the 15 trillion tokens of FineWeb required 6,000 H100 GPU hours.

To confirm the effectiveness of education filtering at a larger scale, we conducted a larger ablation
training a 1.71B model on 350 billion tokens, similar to the FineWeb filtering ablations mentioned
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Text extraction

Linköping University (LiU; Swedish: 
Linköpings universitet) is a public research 
university based in Linköping, Sweden. 
Originally established in 1969, it was 
granted full university status in 1975 and is 
one of Sweden's largest academic 
institutions.[5] 

Linköpings universitet | | 
| Type | Public research university | 
|---|---|

FineWeb uses Trafilatura.

https://trafilatura.readthedocs.io/en/latest/


Relevance of text extraction

we selected benchmark datasets CommonSense QA [42], HellaSwag [43], OpenBook QA [44],
PIQA [45], SIQA [46], WinoGrande [47], ARC [11], and MMLU [10], truncating large benchmarks
to 1000 samples so that we could efficiently evaluate over the course of training. We publicly release
our exact evaluation setup.

3.2 Text extraction

Common Crawl data is available in two different formats: WARC and WET. WARC (Web ARChive
format) files contain the raw data from the crawl, including the full page HTML and request metadata.
WET (WARC Encapsulated Text) files provide a text-only version of crawled websites by using
htmlparser [48]. While WET files are commonly used as a starting point for dataset creation,
similarly to Gao et al. [29], we found that WET files retained too much boilerplate and menu text.
We therefore experimented with extracting the text content from the WARC files using the open
source trafilatura library [49], which from visual inspection of the results provided good quality
extraction when compared to other available libraries (less boilerplate and menu text). Custom
text extraction is relatively costly, but its effects are felt on model performance: Fig. 1 shows the
performance of ablation models trained on either trafilatura applied to WARC data or WET data, with
minimal additional filtering (fastText language identification to filter samples with English as the
highest probability label) and no deduplication. Using trafilatura-extracted text from WARC files
clearly results in a more performant model and we therefore use WARC-based data in all of our
following experiments.

Figure 1: Trafilatura-extracted WARC vs WET
28B tokens ablation study. Custom text extraction
outperforms the default WET data. No filtering or
deduplication was applied except fastText English
language filtering.

Figure 2: Base filtered WARC vs Unfiltered WARC
data 28B tokens ablation study. Our base filtering
step provides a significant performance uplift.

3.3 Base filtering

As a starting point to our filtering, we applied a basic filtering pipeline using part of the setup from
RefinedWeb [50]. Concretely, we applied URL filtering using a blocklist [51] to remove adult content,
applied a fastText language classifier [52, 26] to keep only English text with a score >= 0.65, and
applied quality and repetition filters from MassiveText [41], using the original thresholds. After
applying this filtering to all of the WARC-based text extracted from the 96 snapshots available at
the time of writing, we obtained roughly 36 trillion tokens of data when tokenized with the GPT-2
tokenizer. Applying these steps results in a performance uplift, as seen in Fig. 2.

3.4 Deduplication

The web has many aggregators, mirrors, templated pages or just otherwise repeated content spread
over different domains and webpages. Removing these duplicates (deduplicating) has been correlated
with improvements in model performance [5] and a reduction in memorization of pretraining data [53,
54]. There are different ways to identify and even define duplicated data. Common approaches rely
on hashing techniques or efficient data structures like suffix arrays [55]. Methods can also be “fuzzy”
by using a similarity metric or “exact” by checking for exact matches between two text chunks [56].
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Deduplication

• Large-scale web datasets contain significant amounts of duplicate 
content, which can lead to overfitting. 

• Deduplication leads to a more diverse dataset and reduces 
computational cost. 

• Deduplicating massive datasets requires efficient similarity 
detection techniques or other fuzzy approaches. 
embedding-based similarity or MinHash



Name Based on Release year Number of tokens

C Common Crawl  B

WebText Own Crawl (OpenAI)  B

CC- Common Crawl  B

MassiveText Own Crawl (Google)  .T

OSCAR Common Crawl  B

RedPajama Common Crawl  .T

RefinedWeb Common Crawl  B

Dolma Common Crawl  T

FineWeb Common Crawl  T

https://huggingface.co/datasets/allenai/c4
https://huggingface.co/datasets/statmt/cc100
https://oscar-project.org/
https://github.com/togethercomputer/RedPajama-Data
https://huggingface.co/datasets/tiiuae/falcon-refinedweb
https://huggingface.co/datasets/allenai/dolma
https://huggingface.co/datasets/HuggingFaceFW/fineweb


FineWeb and FineWeb-EDU

• Design choices were validated through training data ablation 
studies and evaluated on downstream task benchmarks. 

• e authors released a .T-token filtered subset of FineWeb, 
focusing on high-quality educational web pages. 

• FineWeb-EDU was built using an educational quality classifier, 
trained on labels generated by Llama (.B). 
linear regression on top of an embedding model

Penedo et al. (2024)

https://arxiv.org/abs/2406.17557


Below is an extract from a web page. Evaluate whether the page has a high educational value and could be 
useful in an educational setting for teaching from primary school to grade school levels using the additive 5-
point scoring system described below. Points are accumulated based on the satisfaction of each criterion: 
- Add 1 point if the extract provides some basic information relevant to educational topics, even if it includes 
some irrelevant or non-academic content like advertisements and promotional material. 
- Add another point if the extract addresses certain elements pertinent to education but does not align closely 
with educational standards. It might mix educational content with non-educational material, offering a 
superficial overview of potentially useful topics, or presenting information in a disorganized manner and 
incoherent writing style. 
- Award a third point if the extract is appropriate for educational use and introduces key concepts relevant to 
school curricula. It is coherent though it may not be comprehensive or could include some extraneous 
information. It may resemble an introductory section of a textbook or a basic tutorial that is suitable for learning 
but has notable limitations like treating concepts that are too complex for grade school students. 
- Grant a fourth point if the extract highly relevant and beneficial for educational purposes for a level not higher 
than grade school, exhibiting a clear and consistent writing style. It could be similar to a chapter from a 
textbook or a tutorial, offering substantial educational content, including exercises and solutions, with minimal 
irrelevant information, and the concepts aren’t too advanced for grade school students. The content is coherent, 
focused, and valuable for structured learning. 
- Bestow a fifth point if the extract is outstanding in its educational value, perfectly suited for teaching either at 
primary school or grade school. It follows detailed reasoning, the writing style is easy to follow and offers 
profound and thorough insights into the subject matter, devoid of any non-educational or complex content. 
The extract: <EXAMPLE>. After examining the extract: 
- Briefly justify your total score, up to 100 words. 
- Conclude with the score using the format: "Educational score: <total points>"



Impact of high-quality data
the design choices we made. Note that to train these models we randomly sampled 350 billion tokens
from each dataset, without upsampling any individual Common Crawl snapshot.

Figure 9: Each processing step in FineWeb pro-
vides a performance uplift. Compared to the base
filtering (Section 3.3), applying individual-crawl Min-
Hash deduplication (Section 3.4) the C4 filters (Sec-
tion 3.5), and our additional heuristic filters (Sec-
tion 3.6) each improve performance.

Figure 10: Comparing FineWeb datasets to other
public datasets. Base FineWeb shows strong perfor-
mance, with the educational subset (FineWeb-Edu)
surpassing all other public datasets and further en-
hancing the aggregate score by approximately 2%.

4 FineWeb-Edu

An interesting approach has recently emerged for filtering LLM training datasets: using synthetic
data to develop classifiers for identifying educational content. This technique was notably used in
the non-public pretraining datasets of Llama 3 [6] and Phi-3 [8], but its large-scale impact on web
data filtering has not been publicly explored. We applied this technique to FineWeb by filtering it
with an educational quality classifier developed from synthetic annotations generated by Llama-3-
70B-Instruct [62]. The resulting dataset, FineWeb-Edu, contains 1.3 trillion tokens. FineWeb-Edu
is specifically optimized for educational content and outperforms all openly accessible web-based
datasets on a number of reasoning- and knowledge-intensive benchmarks such as MMLU, ARC, and
OpenBookQA by a significant margin.

To build the synthetic annotations, we use Llama-3-70B-Instruct to score 460,000 randomly sampled
webpages from the FineWeb CC-MAIN-2024-10 snapshot for their educational quality on a scale
from 0 to 5. We explored several prompt formats to automatically extract an educational score using
an LLM and found that the additive scale used in previous work Yuan et al. [63] worked best. It
allows the LLM to evaluate each criterion and build the score step-by-step, unlike the single-rating
scale [64] which assigns a fixed score based on predefined categories. To avoid having the LLM favor
highly technical pages like arXiv abstracts and submissions, we prompted it to focus on grade-school
and middle-school level knowledge. The prompt used for synthetic annotations is in Appendix F.1.

To scale our filtering to the entirety of FineWeb, we trained a linear regression model on top of the
Snowflake-arctic-embed-m embedding model [65]. We fine-tuned this linear regressor on 410,000
of our Llama 3 synthetic annotations for 20 epochs with a learning rate of 3e-4 (while keeping the
embedding and encoder layers frozen). We selected the checkpoint with the highest F1 score on
the held-out validation set containing the remaining 50,000 samples, treating Llama 3 annotations
as ground-truth. After training, we rounded the model’s output scores to integers from 0 to 5. We
then used fixed thresholds to classify whether a given document from FineWeb was educational. We
investigated the impact of using different thresholds for the filtering and ultimately chose a minimum
threshold of 3 for FineWeb-Edu, which ultimately gave the best trade-off between performance
on knowledge and reasoning intensive benchmarks and the performance on other benchmarks like
HellaSwag [66]. With a threshold of 3, the model achieved an F1 score of 82% on the validation set,
indicating strong performance in distinguishing high-quality educational content.

Applying the classifier to the 15 trillion tokens of FineWeb required 6,000 H100 GPU hours.

To confirm the effectiveness of education filtering at a larger scale, we conducted a larger ablation
training a 1.71B model on 350 billion tokens, similar to the FineWeb filtering ablations mentioned
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